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ABSTRACT  

Autism Spectrum Disorder is a syndromic disorder related to neurological elements resulting to the problems in 

communication, interacting socially, behavioral, and sensory. According to World Health Organization, the count of patients 

detected with Autism Spectrum Disorder is slowly increasing. Recent studies concentrate on data collection, Clinical 

analysis, and brain image laboratory analysis. They do not concentrate much on diagnosing Autism based on Artificial 

Intelligence and Machine learning.  

 

Goal: This paper mainly intends to classify and categorize Autism data to give an understandable, rapid and simple means to 

help early intervention of Autism Spectrum Disorder. 

 

Methods: Three groups of Autism Spectrum Disorder datasets are taken for Child, adolescence, and adults. We applied k-
Nearest Neighboring, Support vector Machine and Random Forest algorithm to classify the Autism Spectrum Disorder data. 

During our experimentations, the data was split at random into training sets and test sets. The sections of data were picked at 

random to assess the classification algorithms. 

 

Outcomes: The outcome and results were evaluated by average values. This is proven that Support Vector Machine and 

Random forest are efficient algorithms for Autism Spectrum Disorder classification. In specific, Random forest algorithm 

classified with 100% accuracy for all datasets. 

 

Conclusion: It is been observed that early intervention is possible absolutely. The accuracy of diagnosing Autism Spectrum 

Disorder will be higher if the data samples count is huge. The results show that Support Vector Machine and Random Forest 

algorithms gives good classification score compared to k-Nearest Neighboring algorithm w.r.t accuracy, F-measure, 

sensitivity, and Area Under Curve. We found that Random Forest algorithm is efficient and effective compared to Support 
Vector Machine and k-Nearest Neighbouring algorithm for data classification. 
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1. INTRODUCTION 

 

According to World health organization (WHO) 

statistical data, 63 percent of children are detected with 
Autism. Autism spectrum disorder (ASD) appears in 

children, adolescences, and adults. ASD is a 

neurodevelopment disorder with high health care 

expenses. Individuals with ASD have a problem in 

communication, social interaction, behavioral issues. It is 

exceedingly difficult for them to think and imagine, 

interact with other children, communication issues with 

other people. 

 

Early intervention will improve the standard of life of 

individuals with Autism and plays a vital role in clinical 

diagnosis. The process can take long time to diagnosis 

ASD with expensive testing methods. In recent times, 

ASD cases are increasing rapidly across the globe. It is 

the motivation for scientist or doctors to invent more 

efficient screening methods.  

 

Massive amount of data can be stored with an 

advancement in innovative technology. Data mining 

which is associated to machine learning plays an 

important role to take decisions based on the data 
collected. Machine learning is acquiring much importance 

on medical and biomedical field. Machine learning 

methodologies are mainly applied to help data 

interpretation in clinical decision-making and diagnostics. 

Hence, techniques of screening disorders along with the 

help of Machine learning are widely analyzed.  
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By the current scenario, there are many findings on 

Autism Spectrum Disorder. Few research targets on 

clinical trials, few focuses on exploring and analysing 

brain image data’s, and few other focuses on narrow 
scope of every country. Hence it is vital to give a rapid, 

simple method to help early intervention of ASD which 

will also be helpful for descendants of ASD individual to 

find specialists and experts for the purpose of treatment. 

 

In this paper, we aim on the classification of ASD 

datasets of Unique client identifier database (UCI). The 

datasets of ASD stand huge datasets associated to clinical 

diagnosis of different age groups. The information’s were 

gathered from several nations by the reviews on mobile 

app called “ASD Test” which could be obtained in the 

URL “http://www.asdtests.com/”. The app is open for iOS 
and Android systems. This was designed by Dr. Fayez 

from NMIT. But the data collected is inadequate and 

hence it is not reliable and consistent enough to make up 

clinical determinations directly.  Three Autism datasets of 

UCI database are considered in this study. The datasets 

are classified by the age 4-11 years as Children, 12-17 

years as Adolescence and greater than 18 years as Adult. 

The datasets include 20 characteristics which is used for 

further analysis, mainly for predicting ASD and 

improving the performance parameters such as efficiency, 

accuracy, and precision of ASD classification. 
 

Our Research focuses on Preprocessing and classification 

of ASD datasets and the datasets were gathered from 

surveys. The reviews or surveys contain queries on 

private information. The surveys also include screening 

queries associated to ASD. The data gathered will be 

converted into numerical data to enable processing.  But 

some of the values might me missing and hence it is 

better to use an approach to fill up the missing data.  For 

that, we need to implement classification methods. 

Depending upon the results after implementing 

classification methods, the medical doctor or Scientist 
diagnose ASD easily, precisely, and rapidly.  

 

The remaining paper is organized as follows. Segment 2 

represents Methods and Materials of the proposed system. 

Segment 3 illustrates the experimental results. The last 

segments represent the discussion and conclusion.   

   

2. METHODS AND MATERIALS 

 

In this Research, three different ASD datasets were used. 

They are cleaved into three distinct groups: Autism 
quotient (Autism screening Adult data set, Autism 

screening Children data set, Autism screening 

Adolescence Dataset) are shown in the Table 1.  The 

datasets contain 20 attributes which is used for training 

activity. The attribute “Class” is mainly for storing results 

of ASD (i.e., ground truth). It is for estimating accuracy, 

Precision, F- measure scores, sensitivity, and Area under 

curve (AUC). Ground truth consists of bi digits (0,1) i.e 

YES or NO. 

 

 

 
The attributes of the datasets are illustrated in the Table 2. 

First Ten features are of personal information and the next 
ten features are of screening questions. 

 

Table 3 describes the preprocessing data by Numeric 

transformation rule. Numeric transformation rule was 

applied for attributes such as Gender, Ethnicity, “Born 

with Jaundice”, “Family member with Pervasive 

Developmental Disorders (PDD)”, “Country of 

Residence”, “Used the Screening app Before” and “Who 

is completing the test”. The rule has not been applied for 

the traits of screening questions as the values were set to 

binary numbers 0 and 1. For “gender” attribute, numbers 

1 and 0 for male and female are used correspondingly.  
For “ethnicity” attribute, numbers 1 to 12 are used for 

each value. For attributes “family member with PDD”, 

“Born with Jaundice”, and “used the screening application 

before”, numbers 1 and 0 for the values “Yes” and “No” 

are used correspondingly. For “country of residence”, 

numbers from 1 to 85 were set because only 85 countries 

data were collected. Lastly, for “who is completing the 

test” attribute, the numerals from 1 to 5 were set to every 

single value. Ten data records from AQ10 dataset Adult 

are shown in Table 4. This signifies before and after 

preprocessing by Numeric transformation rule.   
 

Most important Machine learning algorithms were used to 

classify the data sets. They are K-Nearest Neighbouring 

(KNN) algorithm, Support Vector Machine (SVM) 

Algorithm and Random Forest (RF) algorithm. 

 

K-Nearest Neighbouring Algorithm: 

 

K- Nearest Neighbouring Algorithm (kNN) is an 

important machine learning algorithm for classification 

which is used in areas like data mining, pattern 

http://www.asdtests.com/
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recognition and further areas related to science. The 

position of the uncategorized data is decided by analysing 

the proximity of K of the categorized data. There are 

certain distances which could be applied to define the 

Nearest Neighbour in kNN algorithm, like…  
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Support Vector Machine: 

 

SVM is one of the important Machine learning (ML) 

algorithm for classification as well regression problems. 

SVM is a rapid classification algorithm with great 

precision and accuracy. The main objective of SVM is to 

identify a hyperplane in N dimensional space which 

classifies the samples, so that the hyperplane has maximal 

margin. In other words, the distance or the interval 

between the samples of both the classes has to be 

maximal.   
 

The optimisation problem linked with SVM algorithm 

produces the resulting structure 

 
 

There are many structures and forms of Kernel function: 

 

 
Random Forests: 

 

Random forest (RF) Algorithm classifies and organise the 

data samples depending on several classification trees. It 

is highly efficient on large databases. Every tree provides 

classification result. 
 

RF is a group of decision trees of the structure:     

 

Where  represents identical and independent 

distributed random attributes. Each of K trees provide the 

figure of class of sample X is attained by majority.  

 

If the tree count is sufficient, the common error is  

 
Where e is the common error, s is the metrical strength of 
trees and c stands for correlation amongst the trees. 

 

Fig. (1). shows the flow chart of ASD detection method. 

From the flowchart, it is the seen clearly that the data is 

split into two sections after pre-processing the data. The 

first section is selecting α% differing in the scale of 50% 

till 90% and remaining section with (100- α) %. The first 

section refers to training data which is mainly used to 

train the classification model with RF, SVM and kNN 

algorithms. The remaining section refers to the testing 

data which is mainly used to test and evaluate the success 
ratio by certain performance parameters such as 

sensitivity, specificity, accuracy etc of classification 

algorithms. The “class name” is used to evaluate the 

results.  

 

3. RESULTS 

 

This research executes the prediction method of ASD on 

Jupyter-notebook. The numeral of nearest neighbouring is 

set to 3 and applied the Euclidean distance in kNN 

algorithm. The Radial Basis functions (RBF) kernel is a 

common kernel function which is used in SVM. The 
number of trees is 60 for Random forest algorithm.  

 

The following parameters (sensitivity, area under curve, 

accuracy, F-measure) are applied to evaluate the 

performance of classification methods. They are specified 

as follows: 

 

 
 

Where TP is True Positive, FP is False Positive, TN is 

True Negative, FN is False Negative. Different α values 
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were used in our experimentations.  Table 5 indicates the 

experiment names with different α values.  

 

For each experimentation, the testing and training data 

were selected randomly 100 times. The outcome of 
sensitivity, area under curve, accuracy, F-measure were 

the average values of every equivalent score of all 

hundred instances.  

 
Table 5: The experiments with different α values 

 

3.1 ASD screening for AQ10 Adult Dataset 

 

Table 6 indicates the results of classification for the case 

of complete data. As seen from table 6, SVM and RF 

methods achieved the score of 100% but kNN algorithm 
classifies with least scores.   

 

 

 

 

3.2 ASD screening for AQ10 Adolescence Dataset 

 

Table 7 indicates the results of classification for the case 

of complete data. As seen from Table 7, RF method 
attained 100% score for all experiments. SVM algorithm 

achieved 100% score except Experiment 4 and 5. But 

kNN algorithms classifies with lowest score.   

 

 

 
 
3.3. ASD screening for AQ-10 child Dataset 

 

Table 8 indicates the results of classification for the case 

of complete data. As seen from Table 8, RF method 

attained more than 99% score for all cases. SVM 

algorithm achieved 90% to 94% score for all cases 

whereas kNN algorithm classifies lowest score compared 

to SVM and RF methods. 
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4. DISCUSSION 

 

As seen from experiments, it is clear that AQ10 - Adult, 

Adolescence and child were categorized with a precision 

and accuracy of 100%. The data were split into training 

dataset and testing dataset with different α values 

differing from 40% to 90%.  For each α case, the testing 

and training data were chosen at random.  The results 

were shown as average scores of hundred subgroups of 

data. These scores were standard w.r.t performance 

parameters like accuracy, precision, sensitivity, AUC and 

F-measure. 

 
From Table 6(AQ10-Adult dataset), the SVM and RF 

algorithms were classified with a score of 100% for entire 

test cases. From Table 7(AQ10-Adolescence dataset), the 

RF algorithm were classified with a score of 100% and 

SVM algorithm with α>=60% also were classified with a 

score of 100%. From Table 8(AQ10-child dataset), the RF 

algorithm were classified with score more than 99% of all 

cases. With α>=80%, RF algorithm achieved 100% score 

and SVM algorithm achieved with the score of more than 

90% in all cases.  

 
For AQ10-child dataset, only 102 data samples were 

there. The number of data samples are very less. If it is of 

more data samples, then the scores would be higher and 

accurate for all the methods. From all above three 

datasets, kNN algorithm gave less scores compared to RF 

and SVM algorithm. RF algorithm attained best 

classification outcome and attained 100% accuracy, F- 

measure scores and sensitivity in most of the test cases. 

 
As a conclusion, we shall affirm that RF algorithm is a 

good classification algorithm for clinical decision support 

system. In other words, we shall predict ASD with high 

accuracy using RF classification algorithm.   

 

 
 

 

 

 

 

 
 

CONCLUSION 

 

In this paper, we applied various methods to predict 

Autism using machine learning algorithms viz SVM, 

KNN and RF. The tests were carried out on 3 ASD 

datasets- AQ10 Adult, AQ10 Adolescence and AQ10 

child of Unique client identifier database. The obtained 

results show that SVM and RF algorithms gives good 
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classification score compared to kNN algorithm w.r.t 

accuracy, F-measure, sensitivity, and AUC. We noticed 

that RF algorithm is more efficient than kNN and SVM 

algorithm for data classification.  

 
It is been observed that early intervention is possible 

absolutely. The accuracy of diagnosing ASD will be 

higher if the data samples count is large. The precision 

mainly relies on completion level of data collected. The 

accuracy of early intervention will be high if the data is 

complete.   

 

At last, we could predict ASD fast, accurate and easily by 

using RF algorithm. Hence effective treatment for Autism 

can result in improved quality in the lives of the patients 

with ASD together with their families. 

 

Data availability 

 

The information endorsing the findings of the paper is 
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https://archive.ics.uci.edu/ml/datasets/Autism+Screening+

Adult.  
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